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results substantially
deviated

Limited data on niche
subreddits
Oftentimes context is
required!
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What didn't work:

0.6284

Evaluated using Dice SCORE

04 RESULTS 05 FAILURE ANALYSIS

A larger data set is
required
Detecting from text alone
is hard. 
We would be very keen
to hear your suggestions!

06 CONCLUSION

The target of sarcasm is
defined as target being
ridiculed in a text

James is as good at
cooking as Guy Feiri is
at avoiding controversy.

01 INTRODUCTION

Can we use BERT to
identify target?
Can we perform better in
ALTA Task?
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Pradeesh Parameswaran

Andrew Trotman

Veronica Liesaputra

David Eyers

BERT's The
Word :
Sarcasm
Target
Detection
using BERT 
Using transformers with
further pre-training gave
us a 23.4% improvement
on Reddit data set
compared to the current
state-of-the-art methods

SPOILER ALERT:
Identifying Target of
Sarcasm is STILL HARD!
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