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VQA is the task of answering questions about
visual contexts, which has attracted significant at-
tention and achieved impressive results (Hudson
and Manning, 2019b; Teney et al., 2017; Agrawal
et al., 2018). This success is partly due to the use of
large-scale labeled datasets (Hudson and Manning,
2019a; Antol et al., 2015; Zhu et al., 2016; John-
son et al., 2017). Relying on large-scale labeled
datasets is not realistic in many settings, due to the
infeasibility of collecting such data. In addition,
the objective of VQA is rather ambitious, as there
is potentially an infinite number of questions to be
asked about an image scene. We therefore argue
that VQA is a problem caused by low data, i.e., in
the absence of sufficient data, current VQA sys-
tems do not maintain their high performance (e.g.,
see Figure 1).

We consider VQA in low-labeled data scenarios,
and investigate the features of a VQA task that ne-
cessitate a lot of labeled training data. One of these
features is understanding complex questions about
rich visual contexts.VQA datasets mostly contain
complex questions where a learner must identify
multiple objects and understand their relationships.
Understanding a question and capturing an image
scene is a lot easier when the learner has access to
a large amount of labeled data. The model even-
tually captures the complexity of a situation after
seeing a wide variety of data when training on a
large dataset. However, complex relationships are
challenging to learn from small datasets.

In this paper, we improve the generalisation of
VQA models by injecting inductive biases, so that
the model can explicitly have access to them in a
data-efficient manner. These inductive biases heav-
ily impact the answers in VQA. An inductive bias
that a typical learner acquires by training on natural
language tasks is related to the inherent composi-
tionality of the human language, e.g., a complex
sentence can be understood by understanding its

Figure 1: Accuracy of vanilla training of the execution
engine on CLEVR val when trained on different-sized
random subsets of the CLEVR train set.

simpler chunks. Normally, it is easier to capture the
meaning of the resulting chunks than the original
sentence, which provides a powerful foundation for
understanding complex sentences.

Inspired by the fact that a complex question can
be learned from its basic concepts, we hypothesized
that augmenting the training set of complex ques-
tions with simpler questions will help the model.
The notion of question simplicity can be defined
on the basis of different criteria, including syntac-
tic and semantic dimensions. In the VQA context,
we consider simplicity as the number of reason-
ing steps required to answer a question. Thus, the
simplest possible question requires identifying a
single object and reasoning about it.In particular,
we include simple questions that, if learned, could
lead to better representations in the VQA model.

We take a data augmentation approach and en-
large the initial small training set by automatically
generating simple question-answer pairs for im-
ages. The idea is that basic concepts can be learned
from simple questions, enabling the model to better
learn the structure of more complex questions.

Data augmentation strategies have proven to
be particularly useful in a variety of computer
vision applications, including image classifica-
tion (Krizhevsky et al., 2012). Not only can they be
helpful in overcoming the problem of insufficient



labeled data, they are also used to reduce overfit-
ting and class imbalance problems (Shorten and
Khoshgoftaar, 2019). Current data augmentation
techniques use data warping or oversampling to in-
crease the size of the training dataset (Ruprecht and
Muller, 1995; Shorten and Khoshgoftaar, 2019).
Data warping is a technique for transforming data
while maintaining its labels. Typically the exam-
ples are transformed by geometric and color trans-
formations, random erasing, neural style transfer,
and adversarial training.

Data augmentation in VQA is under-explored
due to the challenge of correctly preserving the se-
mantic relation of the <image, questions, answer>
triplet during transformation. Geometric trans-
forms and random cropping of the image cannot
guarantee the preservation of the answer. For in-
stance, the answer to “What color is the thing on
the left side of the cube?” may be flipped if the
image is vertically transformed. Random cropping
can result in missing the number of objects when
counting to answer a how many question.

Our proposed data augmentation method auto-
matically generates simple questions. Our method
only requires having access to shallow annotations
of an image, and does not use any additional la-
beled data. These annotations give some infor-
mation about the appearance of the objects in the
image. The answers to the questions are also au-
tomatically generated at no cost in human effort.
The method is generic and is applicable to any
VQA task given the scene information available in
many current VQA datasets. The statistics shows
that, with respect to the distribution of the ques-
tions lengths in the original dataset, our augmented
training set dramatically change the distribution
in favour of shorter questions. The experimental
results and analysis demonstrate that our method is
effective in improving VQA performance, yielding
an improvement in accuracy of up to 34% com-
pared to training on only the initial labeled data.
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